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Quantum Darwinism recognizes that decoherence imprints redundant records of preferred quasi-
classical pointer states on the environment. These redundant records are then accessed by observers.
We show how redundancy enables and even implies consensus between observers who use fragments
of that decohering environment to acquire information about systems of interest. We quantify
consensus using information-theoretic measures that employ mutual information to assess the cor-
relation between the records available to observers from distinct — hence, independently accessible —
fragments of the environment. We prove that when these fragments have enough information about
a system, observers that access them will attribute the same pointer state to that system. Thus,
those who know enough about the system agree about what they know. We then test proposed
measures of consensus in a solvable model of decoherence as well as in numerical simulations of
a many-body system. These results provide detailed understanding of how our classical everyday

world arises from within the fundamentally quantum Universe we inhabit.

I. INTRODUCTION

Quantum Darwinism [1-8] explains the emergence of
objective classical reality from within our quantum uni-
verse. It builds on decoherence theory [9-12] which fo-
cuses on the suppression of the quantumness and on the
environment-induced superselection (einselection) of the
preferred pointer states [13, 14]. Quantum Darwinism
goes beyond the decoherence paradigm by recognizing
that the decohering environment £ also serves as a com-
munication channel, carrying information about the state
of the system of interest S.

For instance, light delivers most of our information.
We intercept only a tiny fraction of the photons scattered
or emitted by the objects of interest with our eyes, yet
we obtain sufficient information about their states. This
ability to recover information about the system from a
small fraction — fragment F — of its environment means
that there are multiple, redundant imprints of the state
of § on that environment. Hence, only the states that
can survive repeated copying can be perceived in this in-
direct manner [15, 16]: When a quantum system S inter-
acts with its environment £, only the einselected pointer
states can survive and produce multiple records of their
persistent presence [7, 13, 14].

However, even such decoherence-resistant pointer
states are still vulnerable: Direct measurements of non-
commuting observables would re-prepare them and in-
validate past records, precluding consensus between ob-
servers. Despite this fragility of quantum states, we in-
habit a predictable classical world. This is possible be-
cause we do not rely on direct measurements. Rather,
we monitor systems of interest indirectly, inferring their
states from the small fragments of their environment.
This avoids the risk of re-preparation of the state of the
system, enabling consensus responsible for our perception
of objective classical reality. This is also how perception
of a unique result (“collapse”) can arise.

Redundancy allows many observers to reach compati-
ble conclusions about a system. It also implies that con-

secutive records extracted from the same environment
will point to persistent presence of the same einselected
states of S.

Studies on the emergence of classicality have focused
on models of varying sophistication [17-42]. Consen-
sus was explored only occasionally and qualitatively, i.e.,
somewhat indirectly. There are now also several experi-
ments that confirm the basic tenets of Quantum Darwin-
ism [37-39, 43].

To quantify consensus between observers, we propose
information-theoretic measures and test them on a solv-
able model, showing that preferred pointer states can
lead to consensus, unlike their superpositions. We begin
with a concise overview of information theory’s role in
Quantum Darwinism, laying the groundwork to address
the central question of defining and quantifying consen-
sus. We then present our main findings as theorems,
offering rigorous evidence for the inevitable emergence of
consensus in a quantum universe. Finally, we illustrate
consensus through an analytically solvable model as well
as numerical simulations of a many-body system.

II. BRANCHING STATES AND MUTUAL
INFORMATION

Quantum Darwinism recognizes that the information
about pointer states is available from the fragments of
the same environment (e.g., photons) that contributed
to decoherence and their einselection. This information
can be quantified using mutual information between the
system S and a fragment F [2, 4, 7, 44, 45],

I(S§:F)=Hs+ Hr — Hsr, (1)

where Hx = —tr {px logs(px)} is the von Neumann en-
tropy of px. When the joint state of S€ has the branch-
ing form:
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the mutual information I(S : F) approaches the entropy
of the system for sufficiently large fragments, I(S : F) ~
Hs [2, 9, 46, 47]. Above, Dg is the number of pointer
states of S [13, 14], while F and F’ represent different
fragments and &£, 77 is the rest of the environment. The
above branching structure of the state may appear to
be a strong assumption, but it is justified by appealing
to decoherence of S by an environment that consists of
multiple subsystems (e.g., photons) [48, 49].

The mutual information I(S : F) is a measure of how
much F knows about §. Therefore, one might expect
that, when there are many non-overlapping fragments F
that satisfy I(S : F) ~ Hg, observers who gain informa-
tion about the system from these fragments should agree
about the state of S. This is a suggestive argument, but
a more direct assessment of consensus involves mutual
information I(F : F');

I(]::]:/):H].‘—FH]:/—H]:]:/’ (3)

which quantifies how much two fragments of £ know
about one another. Nevertheless, one can imagine that
F and F’ share information that has nothing to do with
the system of interest. Furthermore, while both I(S : F)
and I(F : F') quantify shared information, they answer
the question “how much”, but—in absence of additional
assumptions—they bypass the question “what observ-
able of S is this information about?”. This concern—
obvious for I(F : F')—can be also raised about I(S : F):
Granted, information is then about S, but what states
of the system are imprinted on, and presumably acces-
sible via indirect measurements on the fragments of the
environment? Last but not least, mutual informations
provide answers in bits, about the shared information.
However, consensus should be quantified by the extent
of the agreement between the data available to different
observers, e.g., by a number in the interval [0, 1], where
0 and 1 would correspond to its absence and to perfect
consensus, respectively.

Quantifying consensus via mutual information. To
quantify the quality of the record of S in F by a number
¢ € [0, 1], for the states in Eq. (2), we normalize I(S : F):

«(F:S)=1(S:F)/Hs. (4)

This is a measure of the consensus between the state
of the system S and its record in the fragment F. For
branching states, the plot of I(S : F) asymptotes to the
classical plateau, I(S : F) =~ Hg, when the fragment size
is large. It follows that ¢(F : S) will asymptote to 1,
indicating the presence of a complete record in F of the
classical state of the system [50].

A measure that addresses a related question employs
a hybrid (Shannon - von Neumann) entropy:

¢(Spr: F)=X(F:8r)/Hs. (5)

It quantifies correlation between F and an observable A
of the system as indicated by “Sp”. Thus, ¢(Sp : F) in-
volves an observable-dependent conditional entropy: The

Holevo quantity X(F : Sp) is defined by;
X(}—:SA):H]:—H]:‘SA. (6)
Above, Hrs, = — >, pitr {p(]f-) logz(pgf.))}
age entropy of the fragment F after measurements of A
on S, where each measurement outcome leads to the con-
ditional state pgi) with probability p;.
The consensus between two fragments is defined by;

is the aver-

«(F:F)=1I(F:F)/Hs. (7)

This is the fraction of information about which F and F’
agree: The correlation in the information content of F
and F' is quantified by the mutual information I(F : F'),
the key ingredient of ¢(F : F').

III. SUFFICIENT INFORMATION IMPOSES
CONSENSUS

The mutual information I(F : §) quantifies how much
the fragment F knows about the system. It increases
with the size of F, approaching an approximately con-
stant value Hg at the classical plateau (see, e.g., Fig. 2).
Exact equality would indicate that F has all the classi-
cally accessible information about the system. This can
be attained only for fragments as large as half of the en-
vironment, |F| = |£]/2. We are interested in consensus
between many observers who access independent frag-
ments, so |F| < |€]. Mutual information I(F : S) in
such fragments can approach the classical plateau. The
information deficit ¢ [2] quantifies how close for a frag-
ment F, I(F : S) is to the plateau:

I(F:S)=(1-0)Hs.

Small § means F is enough to extract most (all except
for the information deficit §) of the classical information
about S.

We shall now demonstrate that small information
deficit implies consensus about the state of S. Consider
a completely decohered branching state: When the re-
minder of the environment eliminates superposition be-
tween branches (e.g., when in Eq. (2) (€77 |E/77,) =
dmn), several entropies that define I(F : §) and I(F : F')
are equal; Hsr = Hsr = Hsrr = Hs. The proof be-
low employs this equality to obtain a bound on consen-
sus deficit 6 in I(F : F') = (1 — §)Hs using information
deficits of F and F'.

Theorem 1. When branches are completely decohered,
and I(F : §) = (1 = 6)Hs, I(F' :+ §) = (1-0") Hs,
there exists 6 such that the mutual information between
the fragments F and F' is bounded from below, I(F :
Fl) = (1 Y S) Hs, with min(6,8") > § > 0. The

consensus deficit is then §=686+08—06.



Proof. The proof is based on the branching structure
of the state S&, Eq. (2). Pointer states |s,) of S are
orthogonal. We also assume that the reminder of the
environment &, rz (that is, £ less the composite frag-
ment FF') is, e.g., large enough to remove off-diagonal
terms in the pointer basis representation of S. Then
Hsr = Hsy = Hsrr = Hs, and

H]::(lf(s)HS, H_p:(l—5')H5
Moreover, as I(FF' :S) = (1 —6)Hs, we get
Hyy = (1-0)Hs,
where 4 is the information deficit of a fragment represent-
ing the union of F and F'. As |FF'| > max (|F|, |F]) it
follows that 6 < min (§,¢"). Hence;

I(F:F)= (1—5—5’+5>H5,
or
I(F:F)=(1-6)Hs,

where § = § + 8’ — & can be viewed as consensus deficit
between the two fragments. O

We conclude that when two fragments F and F’ have
information sufficient to infer the state of the system,
they will agree on what that state is. The above result de-
pends only on the branching structure of the state of S&,
and on the assumption that the “reminder of the environ-
ment” decoheres S, so that Hsr = Hsz = Hsrr = Hs.
The consensus ¢(F : F’) between the records in the en-
vironment fragments is then directly related to their in-
formation deficits, regardless of the size of these deficits.

Note that discussions of Quantum Darwinism often
rely on the assumptions that fragments are “typical”,
and that the information about § in each fragment de-
pends only on its size - on the number of the environ-
ment subsystems. The proof above does not make such
assumptions.

IV. MUTUAL INFORMATION AND
CONSENSUS IN A SIMPLE MODEL

To illustrate our conclusions we revisit the c-maybe
model [44] - a single qubit (system S) coupled to non-
interacting qubits in the environment £ via imperfect
c-not gates, as depicted in Fig. 1. This model is analyti-
cally solvable. Surprisingly, in spite of its simplicity, it re-
sults in expressions for mutual information I(S : F) that
appear in realistic photon scattering models [44, 48, 49].

The system S is a qubit coupled to N independent non-
interacting qubits of the environment £ via a c-maybe
gate with the truth table,
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FIG. 1: The interactions between the system and each
qubit of the environment in the c-maybe model [44]. The
system starts in a superposition of pointer states |0) and
|1), and the environment qubits start in the all-up state.
In contrast to perfect c-not gates, the c-maybe gates
Up (illustrated with the “@” symbol) rotate the states
of the environment qubits into a superposition of |0) and
[1) (see Eq. (8)). This leads to the branching states that
support the emergence of classicality [41].

The parameters ¢ = cos(a) and s = sin(a) quantify the
imperfect transfer of information between system and
environment, such that a is the angle associated with
the action by which the target qubit is rotated. Now,
we assume that the system starts in the initial state
v/P|0)++/1 — p|1) and the environment state is initialized
in the all-up state |00...0). After the coupling, the joint
S€ state then assumes the branching form:

N N
[Wse) = v/pl0) @) le6) + /1= pl1) Q) [eh),  (9)
k=1 k=1

where |€F) are individual sub-environment states repre-
senting the state of each qubit in the environment, such
that |(X |eF)| = s when m # n. In Ref. [44], it was
shown that

1S F) =h (M) +h (Vo) = h (Miiy) (10)

where m = |F|, h(z) = —zlogy(x) — (1 — x) logy(1 — ),
)\f’p =1 (1 ++/(g—p)2+ 432kpq) and ¢ = 1—p. Hence,
near the plateau we have

1(S:F)~ Hs — 2L J1og,(Hys2m. (1)

g q
lq — pl p

and;

I(S:F)~Hs— |log2<§>|s2m’, (12)

lg — pl
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FIG. 2: (a) Correlation measure ¢(F : S) = I(S : F)/Hgs and consensus measure ¢(F : F') = I[(F : F')/Hs (bottom
right inset) as functions of qubits m in fragment F for the c-maybe model with various probabilities p (see Eq. (9))
and interaction parameters s. The parameter s quantifies information transfer between S and &, with s = 0 indicating
perfect transfer (generalized GHZ state) and s = 1 indicating no coupling. Here, we consider two disjoint fragments
F and F’ such that |F| = |F'| = m. For this plot, the environment is composed of N = 20 spins. (b) Plots of mutual
informations I(S : F), I(S : F'), and I(F : F') where F and F’ are non-identical fragments. Information transfer
between S-F and S-F' is quantified by s = 0.3 and s = 0.8, respectively. These plots show how the rise to the plateau
in I(S: F) and I(S : F') leads to the rise of consensus I(F : F') without assuming fragment typicality. For this plot,
the environment is composed of N = 100 spins.

where m’ = |F'|. Therefore, pressions:
, Hsr =h (M) -
1(F:F)~Hs 57 N=mop
’ ’ H = h A 15
g ()] (52 4 52— g2, 70 = (). 1
(13) Hsrr =h ()\N (m+m’), p)
while

The above expression explicitly shows the dependence of
the information deficits §, ', and § on the parameters of Hs=nh (A},p) . (16)

the c-maybe model, i.e., s and m. In particular, we get
Therefore, when the environment is not sufficiently large

» for its remainder to decohere SFF’, this will not be true.
0 (H| log,( )|) s2m, For a large, but not infinite environment, there exists e,
slg —pl ¢’ and € such that
5 = (Hsf;q_p| 1og2(;)|) sz (14) Hsr = (1—€)Hs,
B} p Hsyp = (1 —¢)Hs, (17)
6= (Hg|qp| log, (= )|) st Hsrr = (1—¢€)Hs.
In fact, we have
The resulting behavior of the consensus measures ¢(F : g q ON  a(N—m)
F') and ¢(S : F) are illustrated in Fig. 2. €= 7]{5\(] 7] | 10%2(5” (3 - s ) )
To establish Theorem 1 we have assumed that state , q aN 5 /
. . — 1 _ 2(N—m)
S& has branching structure, and that the remainder € Hs\q p|| ( )| <S § )7 (18)
of the environment £, 77 (that is, £ less the compos- ~ nq q N (N ,
ite fragment FF’) is sufficiently large to decohere these €= = ||10g2(7)| (5 — g2 (Nmmem )> .
branches, so that Hsr = Hsr = Hsrr = Hg. For slg—p p

the c-maybe model we have the following analytic ex- This leads to the following general Lemma 1:



FIG. 3: Plots of the consensus measure &€(F : F’|Sy)
for different s and p, and projections on S. Specifically,
1 = 0 corresponds to projections onto the pointer basis,
u = m/12 to a basis rotated by the angle 7/6, and u =
m/4 to the complementary basis. Projections with p =
7/4 reveal zero Holevo information [51]. In particular
we project the system onto the basis given by |+) =
cos(j2)|0) + sin()|1) and |-} = sin()|0) — cos(s1)[1)).
Here, we consider two disjoint fragments F and F’ such
that |F| = |F’'| = m and the environment is composed of
N = 100 spins.

Lemma 1. For a finite-size environment, when I(F :
S) = (1-0)Hs, I(F : 8) = (1-10')Hs, there exists
§ and é such that the mutual information between the
fragments F and F' is bounded from below, I(F : F') =

(1 - e) Hs.

Proof. The proof is based on the branching structure of
the state SE, Eq. (2). Unlike the proof for Theorem
1, we only assume that the pointer states |s,) of S are
orthogonal. In other words, the reminder of the environ-
ment &, rz is not large enough to remove off-diagonal

terms in the pointer basis representation of S. Then,
from Eq. (17), we get

H]:Z(l—(S—E)Hs, H]:/:(l—(SI—GI)HS.

Moreover, as I(FF':S) = (1 —6)Hs, we get
Hrrp =(1—-0—¢&Hs.
As |FF| > max(|F|,|F|) it follows that § + é <
min (§ + €, + €'). Hence,
I(F:F)= (1—5—6—5’—e’+5+€)H5.

or

I(F:F) = (1-5—@)}15.

Theorem 1 was deduced under the assumption that
Hsr = Hsy = Hsrr = Hs. When the environment is
in effect infinite (as in everyday settings, as recognized by
the assumptions of Theorem 1) the conditions that lead
to the limit on the consensus deficit are met. Lemmal
explores the consequences of relaxing of this assumption.

V. THE REFINED MUTUAL INFORMATION
AND CONSENSUS

We have seen that, for branching states, the mutual
information-based measure introduced in the last section
can successfully quantify the consensus between two en-
vironment fragments. Branching states (2) are a useful
simplifying assumption that allows one to capture the
essence of information flows relevant for Quantum Dar-
winism and for the transition from quantum to classical.
However, branching states ignore the possibility that the
environment fragments may be correlated with systems
other than S, or simply with each other when there is
direct interaction between them [44, 52]. This raises the
possibility that the information they share may be about
something else than the system of interest S.

To determine whether the information in F and F’
leads to the same conclusion about the state of S we
consider refined mutual information defined as the differ-
ence between the mutual information and the conditional
mutual information:

WF:FIS)=I(F: F)—I(F:F|S). (19)

Refined mutual information is sometimes called “inter-
action” in information theory [53]. For obvious reasons
we will not adopt this nomenclature in a physics paper.
Our motivation for considering J(F : F'|S) is clear: The
information about S in the fragments of its environment
is the focus of Quantum Darwinism. Yet, I(F : F') is all
the information shared by the two fragments, so it may
include spurious information, that is “not just about S”.
For the states in Eq. (2), the conditional mutual infor-
mation:

I(F:.F/|S):Hf‘g‘i‘H]:/ls—H]:]:/‘S (20)

is the information shared by F and F’ that is not about
a certain observable of S: When F and F' are part
of a branching state (2), they share information about
the pointer observable of S and nothing else. Therefore,
knowing the state of S reveals their states: Their condi-
tional entropies vanish,

Hys=Hr s =Hrrs =0, (21)

since their conditional states are pure. Thus, in a branch-
ing state, F and F’' know only about the pointer ob-
servable of §. Hence I(F : F'|S) = 0 and I(F :
F'|8) = I(F : F'). By contrast, when F and F' are



correlated, but their states are not correlated with S,
conditioning on the state of S has no effect, so that
I(F:F')=I(F : F|S). Intermediate cases (e.g., where
some of the information is about S) are also possible [54].

Therefore, a measure of consensus about the state
of the system that is not limited in its applicability to
branching states is based on the refined mutual informa-
tion:

C(F: FI|S) =3(F: F|S)/Hs. (22)

For branching states I(F : F'|S) = 0, and ¢(F : F') =
&(F : F'|8) = I(F : F')/Hs for projections of S onto
the pointer basis.

Above we have assumed an optimal measurement
which eliminates the need to specify the observable mea-
sured on S explicitly. Observers have access to arbitrary

measurements which may involve POVMs. One could
also consider:
C(F: ]:/|SA) = J(F: .7:/|SA)/H3. (23)

The observable-dependent refined mutual information
quantifies consensus between F and F’ about an observ-
able A of the system S, as indicated by “Sp”. It involves
an observable-dependent conditional entropy.

The conditional mutual information required for the
definition of €(F : F’'|Sy) presupposes a measurement.
Hence, it will depend on the measured observable. When
F and F’ in the perfect branching state, Eq. (2), are con-
ditioned on the pointer observable II (with eigenstates
|sn)) of the system, their states are pure. Therefore,
H]_—lsn = H]:'\SH = H]:]:/|5H = 0, SO that I(./—" . ‘/—"/|SH) =
0. The consensus €(F : F'|Sy) is then maximized. By
contrast, when an observable complementary to II is mea-
sured on S, it does not reveal anything about the states of
the fragments [55]. In that case I(F : F'|S) = I(F : F'),
so there is no consensus about an observable complemen-
tary to the pointer observable II. Conditioning on other
observables of S leads to intermediate values of consen-
Sus.

Refined mutual information J(F : F'|Sp) can take neg-
ative values. This happens when conditioning increases
the mutual information between the two fragments. This
might complicate its interpretation as a measure of con-
sensus between fragments. However, when wavefunction
admits the branching structure, refined mutual informa-
tion is always positive under the assumption that the rest
of the environment and one of the fragments (F or F')
have orthogonal states in the different branches of the
wave function (i.e. large enough to ensure perfect record
states). This is established by the theorem.

Theorem 2. Consider the singly-branching struc-
ture, Eq. (2) of the global wave function |Yse). Inde-
pendent of the measurements applied on S, refined mu-
tual information J(F : F'|Sp) is always positive when the
Jragment F and the rest of the environment £, xx have
orthogonal states in the different branches of the wave
function |se).

Proof of this theorem is delegated to the appendix.
Additionally, to illustrate this theorem we plot consensus
E€(F : F'|Sp) for the c-maybe model in Fig. 3.

However, in more realistic scenarios, the environment’s
degrees of freedom might interact with one another,
mixing the information they acquire about S. To ex-
plore such cases, we perform numerical simulations using
an all-to-all spin model, where our consensus measure
¢(F : F'|Sp) can become negative, yet still serves as a
useful indicator of agreement between observers regard-
ing the system observable A.

VI. RISE AND FALL OF CONSENSUS:
DECOHERENCE AND RELAXATION

Branching states are a simplifying assumption. It is
correct in some important cases (e.g., photons), but it is
interesting to investigate what happens when it is only
an approximation. Here we relax it by allowing the sub-
systems of £ to interact. The correlation of the two frag-
ments F and F’ will then reflect not only what they
“know” about S, but also information they acquire by
direct interaction with one another. Our task is to distin-
guish and quantify the mutual information corresponding
to consensus about the state S—the basis of the objective
classical reality of its state—from the mutual information
F and F’ have about each other that is unrelated to what
they “know” about S.

We have already introduced refined mutual informa-
tion J(F : F'|S), Eq. (19), the information-theoretic tool
that makes this possible. Here we illustrate refined mu-
tual information on a simple example in which subsys-
tems of the environment interact with each other as well
as with §. The complete Hamiltonian is given by:

N N
H=05®) dioi+ Y gjro; @07,  (24)
i=1 j#Ak=1

where 0% and o} are Pauli z operators acting on the sys-
tem and the i-th environment qubit, respectively. The
coefficients d; represent the couplings between the sys-
tem and the environment qubits, while g;; denote the
intra-environment couplings between the qubits £; and
&k. This model is illustrated in Fig. 4.

The initial state of the combined system is:

[Wse(0)) =

\/Q}Vﬁ )+ 1)) @ b+ 1)),  (25)

where |0) and |1) denote the eigenstates of &%, and |0);
and |1); are the eigenstates of o7 for each of N = 20
environment qubits &;. A detailed discussion of the rise
and fall of redundancy in this model can be found in
Ref. [54]. We use it to study the rise and fall of consensus.

The coupling constants d; and g; are chosen ran-
domly from normal distributions with zero mean and

i=1



FIG. 4: Nlustration of the all-to-all spin model with intra-
environment interactions. Solid black lines connect S
to each &;, representing the system-environment interac-
tions governed by the Hamiltonian term a’é@Zi]\Ll dio?.
Thin, lighter blue lines connect every pair of environ-
ment qubits & and &;, illustrating the all-to-all intra-
environment interactions described by the Hamiltonian

N
term 3.1 9k 05 © O

standard deviations Ag and Ay, respectively. A cru-
cial assumption is that the system couples more strongly
to each environment qubit than the environment qubits
interact with one another, ie., Ay > A, This as-
sumption is valid in many physical scenarios, such as
a photon bath where intra-environment interactions are
negligible (effectively A, = 0). However, this may not
hold in environments like a gas, where frequent collisions
between molecules dominate. This disparity in interac-
tion strengths ensures that decoherence induced by the
environment happens faster than mixing due to intra-
environment interactions.

The results are illustrated, starting with Fig. 5. Thus,
Fig. 5a shows evolution of mutual information I(S : F)
as a function of time. After the initial pre-decoherence
period (where the environment is only weakly correlated
with S, so that the eigenstates of the density matrix of
S are not yet aligned with its pointer states), mutual in-
formation assumes the shape characteristic of Quantum
Darwinism. Classical plateau appears soon after the de-
coherence time. Its length is approximately given by the
redundancy Rs (plotted separately in Fig. 6a). The max-
imum of Ry is reached at ¢t ~ 13, but the pronounced
classical plateau persists from at least ¢ < 5 until ¢t > 50.
Plateau disappears only when the mutual information
due to the direct interaction between the subsystems of
the environment begins to dominate I(F : F'). This
is seen in the thick lines marked on the diagram of the
evolving mutual information, Fig. 5a, and again in the

“snapshots” of I(S : F) taken at the corresponding in-
stants of time and shown in Fig 6b.

The evolution of both I(F : F’) and of the condi-
tional mutual information I(F : F'|S) is illustrated in
the two sets of plots, Figs. 5b, ¢ and 5b, ¢’. The plots on
the left, Figs. 5b — ¢, show both of these quantities for
fragment sizes less than 5. This cutoff on the fragment
size is deliberate: It leaves 10 qubits for the reminder of
the environment £, x, so one can hope that the result-
ing decoherence, while imperfect, will suppress quantum
correlations in SFF'. For fragments with sizes |F| ~ 3-5
the mutual information I(F : F’) starts near 0, but rises
to a sloping plateau after the decoherence time. That
gently sloping plateau represents rise of the information
shared by the environment subsystems. It persists until
t > 50 (that is, for as long as there is a classical plateau
of I(S : F)). After that, I(F : F’) rises steeply, as the
environment fragments become correlated through direct
interactions after ¢ ~ 100, the time associated with onset
of relaxation.

The plot Fig. 5¢ of the conditional mutual information
I(F : F'|S) looks superficially similar, but there is one
crucial difference: Unlike in I(F : F’), there is no gently
sloping plateau. There is however a peak, with the loca-
tion that approximately matches the location of the peak
of I(F : F'). The peak in mutual information between
the two fragments and the similar peak in the conditional
mutual information indicate that the mutual information
becomes dominated not by what they know about S, but
by what F and F’ know about one other, independently
of the information they might share about S.

The refined mutual information responsible for the
consensus about the classical reality is given by their dif-
ference, J(F : F'|S), Eq. (19). Fig. 5d, d’ shows the
evolution of the consensus about the state of S for var-
ious sizes m = |F| of the environment fragments. That
plot of J(F : F'|S) distills what F and F’ know about
S from what they know about one another (e.g., as a
result of direct interaction). Its plateau extends approx-
imately as far as the sloping plateau of I(F : F'). For
larger fragments J(F : F'|S) reaches levels comparable
to Hg, the missing classical information about S. This
happens, however, only when the environment fragments
are large enough. That is, the plateau is not there for
single qubits, |F| = 1, but is already quite visible for
7| > 3.

Note that after the classical plateau disappears, the
refined mutual information J(F : F’|S) decreases, and
for large fragments it can even dip to negative values.
This occurs when the conditional mutual information
I(F : F'|S) is larger than I(F : F'). In other words, it
occurs when conditioning (here, on S) increases the mu-
tual information beyond what it was before conditioning.
This is a familiar behavior that may well have classical
origins (cf. [53]), but in our case it may be in part quan-
tum: When the fragments are sufficiently large, the re-
minder of the environment £, 77 becomes too small to
induce decoherence in SFF’. This starts already when
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FIG. 5: Evolution of mutual informations I(S : F), I(F : F'), the conditional I(F : F’'|S) and the refined J(F :
F'\8)=I(F: F)—I(F:F'|S). (a) Mutual information I(S : F) increases quickly to the classical plateau level Hg
for sufficiently large fragments. That classical plateau level is reached after the decoherence time t4.., when &, as a
whole, acquires a record of the state of S. Quantum Darwinism regime starts when an almost complete information
about S, I(S : F) ~ (1 — §)Hs, is recorded in fractions 1/Rs, Rs > 2 of £. The evolution of redundancy Rs is
seen in Fig. 6. Quantum Darwinism regime ends as the interaction between the subsystems of £ leads to relaxation
at time t,.;, scrambling the state of S€. This changes the nature of the dependence of the mutual information
on the fragment size m, as seen in the “cuts” in (a) as well as in Fig. 6 b. Mutual information I(F : F') and the
conditional I(F : F'|S) are seen in plots (b,c) for fragments m < 5, when decoherence by the “rest of the environment”
Esrr can be still effective. However, as fragments become larger than that (see V', '), Esx# is too small to impart
decoherence. Note the sloping plateau in I(F : F') (best visible in (b), less visible in (b') as a result of the scale
change). Its extent coincides with the Quantum Darwinism regime. Within this time interval fragments of £ have
compatible records of &, enabling consensus. Figures (d,d’) consensus € defined using refined mutual information
IF:F|S)=1(F:F)—I(F: F'|S). Refined consensus has a pronounced plateau that coincides with the Quantum
Darwinism regime where redundancy is significant. This classical plateau at the level Hs persists even for fragment
sizes |F| > 5, where decoherence is ineffective.
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|F| = |F'| > 4, especially at late times, after all the
qubits of S€ become entangled. This is also seen in the
evolution of the information responsible for the consen-
sus, J(F : F'|S), in Figs. 5¢, and 5¢'.

The rightmost column, Figs. 50/~ 5¢/, confirms the
above narrative regarding the origin of objective classical
reality. Figs. 5b'- 5¢/, also show how and to what extent
it breaks down when the reminder of the environment
&/ 77 becomes gradually too small to effectively deco-
here SFF' (so that the correlations are still somewhat
quantum). This is even more pronounced as |F| = |F’|
approaches 10, at which point there is no decohering en-
vironment left. The most striking difference with the
plots, Figs. 5b-d, is the rise of both I(F : F') and
I(F : F'|S) to a much higher peak value, its size ap-
proximately corresponding to the dimensionality (hence,
entropy) of |F| = |F’|. The two peaks in Figs. 56" and 5¢/
have nearly the same size, so what the fragments know
about one another is much more than the missing infor-
mation (i.e., the entropy of Hg). The “sloping plateau”
of Fig. 5b is still there in Fig. 50, but the change of the
scale imposed by the size of the peak makes it harder to
see.

In spite of the domination of the information acquired
by the direct interaction between the two fragments, the
difference that defines the refined mutual information,
J(F : F'|S), in Fig. 5d’, looks very similar to Fig. 5d, in
that the classical plateau extends over a similar range—
that is, starting after the decoherence time, and ending
around the relaxation time. Thus, consensus defined with
the help of the refined mutual information, J(F : F'|S),
concerns the state of the system alone, as it should.

Several “snapshots” of consensus are plotted as a func-
tion of the fragment size in Fig. 6c. As was already
pointed out before, consensus is present for sufficiently
large fragments in the same time interval where classical
plateau is also present.

Fig. 6¢ explores the time dependence of consensus on
the observable of the system. Refined mutual information
is plotted there, as a function of time, for the pointer
observable o, as well as for the several other observables
with the eigenstates tilted away from the pointer states.
Clearly, and as expected, consensus is maximized for the
pointer observable, and is gradually diminished as the
tilt increases.

Finally, Fig. 6d shows that the refined consensus is
present when the information about S is imprinted re-
dundantly in the environment. However, consensus is
absent before and is still rather modest at decoherence
time. Moreover, scrambling (which replaces the informa-
tion fragments of the environment had about S with the
information about the other fragments) destroys consen-
sus and established correlations that can lead to negative
refined information J(F : F'|S).

An important additional lesson follows from the above
discussion, and especially from the plots that illustrate
the rise and fall of redundancy seen in Figs. 5a, 6a, 6c,
and all the other plots in this section: Redundancy is
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necessary for consensus—by definition, several fragment
must have consistent information about the system to
agree (to arrive at consensus) about its state. Therefore,
consensus is possible only after the decoherence process
disseminates multiple copies of the information about the
system in the environment. Moreover, redundancy is de-
stroyed by scrambling of information that replaces what
the fragments of £ know about § with what they know
about one another. Therefore, consensus can persist only
until the relaxation time when the scrambling of informa-
tion induced by the interactions between the subsystems
of & replaces what they know about & with what they
know about each other.

VII. CONCLUDING REMARKS

The mystery of the emergence of the classical world of
our everyday experience from within the Universe that
is fundamentally quantum (as it is made out of quantum
components) has been with us for 100 years. We show
that it is resolved by recognizing the role of the environ-
ment in the emergence of “the classical”. The process
starts with environment-induced decoherence which ein-
selects preferred stable states, pointer states immune to
the interaction with the environment. Thus, superposi-
tions of pointer states are eliminated, and the eigenvalues
of the reduced density matrix can be regarded as their
probabilities.

Even after the system has decohered there are still
many such stable pointer states on the diagonal of the
resulting mixture. So, the question about the percep-
tion of a single outcome is not addressed by decoherence
alone: Einselection supplies the “menu” of the candidate
quasiclassical states, but it does not explain why only
one of them is always seen.

Quantum Darwinism—the recognition that also per-
ception by observers relies on the environment, which in
this case acts as the communication channel—explains
why our perceptions are always consistent with a unique
outcome and, hence, why we attribute objective existence
to the states of the everyday objects of interest in every-
day settings.

Environment acts as a witness to the state of the sys-
tem, each of its fragments holding a record of the systems
state. Redundancy with which a state of the decoher-
ing system is imprinted on the environment plays crucial
role. On the one hand, imprinting of multiple (even im-
perfect) copies in the environment constrains the set of
states that can act as “originals”: They must be dis-
tinguishable (ideally, orthogonal) to survive creation of
redundant records in the environment, and, hence to be
perceived. The result is that only the environment - resis-
tant pointer states can be found out indirectly, via their
imprints in the fragments of £. This is suggestive of the
“wavepacket collapse”, as it precludes the possibility per-
ceiving the pre-measurement state and limits what can
be observed to the pointer states.



Redundancy allows for re-confirmation, and it lets
many access the information about the einselected state.
Our focus was on consensus, as it implies collapse of the
evidence about the pointer state of the system perceived
by intercepting fragments of its environment. Indeed, the
only evidence of the wavepacket collapse is this consen-
Sus.

We have used mutual information between the frag-
ments of the environment as the key ingredient of the
measure of consensus. The first key result is Theorem
1 which shows that, when fragments of the environment
that interacted with the system have sufficient informa-
tion about its state, they will inevitably agree on what
that state is. Hence, redundancy implies the collapse of
the evidence: The data in every environment fragment
with enough information about the system point to the
same einselected pointer state.

This collapse of evidence is a firm, Quantum Darwin-
ism - based prediction of quantum theory. It does not
require, prior to perception, a unique state of the object.
Rather, it implies that redundant system-environment
subsystems correlations will necessarily point to the
unique state of the system. This collapse of evidence
is tantamount to the wavepacket collapse, even though it
is not preceded by a literal collapse.

These conclusions follow from Theorem 1. They are
supported by the analytically solvable c-maybe model.
The key assumption of Theorem 1 is the branching struc-
ture [exemplified by Eq. (2)]. Branching arises, via deco-
herence, when the subsystems of the environment moni-
tor the pointer observable of the system of interest, but
do not interact with each other. The photon environ-
ment is far from equilibrium (e.g., sunlight), satisfies
this assumption, and is the usual communication channel
through which we perceive our everyday world.

We have also proposed a measure of consensus between
the environment fragments suitable for situations when
the subsystems of £ become correlated (so the informa-
tion they agree about may arise through direct interac-
tions between them, and may have, therefore, little to
do with the system of interest). In this case we have
suggested the refined mutual information as a suitable
measure: It helps filter the information about the system
from spurious, scrambling-induced correlations between
the environment fragments.

Refined mutual information, J(F : F'|S), (also known
as “interaction” to information theorists) filters out such
spurious information, as was demonstrated numerically
in a many-body model. There, the interactions between
subsystems of £ eventually scrambled the state of SE,
changing the nature of the partial information plots. Re-
fined mutual information separated the relevant and ir-
relevant contributions to consensus.

However, refined mutual information has an unusual
feature: It can be negative. In the setting involving sys-
tem S and two environment fragments this happens when
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the information gain about S increases mutual informa-
tion between F and F’. The cause can be either increase
of classical correlation (see [53]) or (in our quantum case)
entanglement (when the measurement of S reveals that
F and F’ are entangled). We have seen this happen as a
result of scrambling in the numerical model.

Theorem 2 shows that, for branching states, refined
mutual information is always nonnegative providing that
the branches are decohered (e.g., by the rest of the en-
vironment). Thus, for the far-from-equilibrium frag-
ments of the photon environment (which human ob-
servers use to gain vast majority of what they know
about the world), refined mutual information is a use-
ful measure of consensus. Moreover, for branching states
J(F : F'|S) coincides with mutual information between
the fragments.

The situation becomes more complicated when there
are preexisting correlations between the environment
subsystems, or when subsystems interact, so the state is
no longer branching. Detailed analysis of such cases is be-
yond the scope of this work. As we have seen in Figs. 5, 6,
when the environment subsystems interact and / or de-
coherence is ineffective, refined mutual information can
be negative. Nevertheless, as Figs. 5, 6 also illustrate,
as long as decoherence is effective (e.g., the reminder of
the environment suffices to decohere branches of SFF")
J(F : F'|S) or €(F : F'|S) is an effective measure of
consensus, as it can distinguish consensus about S even
when the conditions that assure positivity of refined mu-
tual information are not met.

We end by noting that the analysis of the emergence
of consensus sheds new light, and perhaps even settles,
the issue of the wavepacket collapse. The answer that
emerges may be viewed by some as unexpected: Rather
than the “literal collapse” into a single state of the system
(the goal of, e.g., the spontaneous collapse program), con-
sensus guarantees—using information-theoretic tools—
the “collapse” of perceptions: Consensus addresses the
question of the perception of a single outcome—the ori-
gin of the collapse of the evidence. This is all that is
needed to explain the origin of the objective classical re-
ality.
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Supplementary material
Consensus About Classical Reality in a Quantum Universe

In the following supplementary material we first show the derivation of the analytic expressions for the information

deficits in the c-maybe. We then present the full proofs of Theorem 2 stated in the main text.

INFORMATION DEFICITS AND FINITE-SIZE ENVIRONMENT IN THE C-MAYBE MODEL

We consider the c-maybe model and we derive analytic expressions for the mutual information I(S : F) and
I(F : F') near the plateau in the good decoherence limit (N tends to infinity). It will prove useful to work with the
series expansions of the quantities of interest in our problem. In fact we know that, for |z| < 1,

logy(1+ ) = <lnz2)> i(—l)i“gj, and logy(1 — ) = — <1n?2)) i % (S1)

In the c-maybe model, for a system starting in the initial state |¢5)0 = 1/p|0) + /q|1), we can derive the analytic
expression for I (S : F,,) (Touil et al.):

I(S:Fm)=h (A;,p) +h(An,) —h (Aﬁ,_m’p) ;

where h(z) = —zlogy(z) — (1 — ) logy (1 — x) and

1
Nep = 3 (1 + \/(q -p)?+ 482kpq> .

We thus have a closed expression for the mutual information I (S : F,).
From the above, for p = ¢ = 1/2, and for infinite environment (NN very large), we get

I(S:Fn)~h (/\;71)) ,
and

h(NL) ~h (;(1 + sm)> , (S2)

hence using the expansion in equation (1) we get

logs(1 4 1)~ (o) (= 2, and logy(1—2)~ (o ) (ca— D) (53)
BT \n(gy )T g MG R T gy )T )
which imply
1 82m
I(S: Fp) = logy(2) <1n(2)>2
H (S4)
e?s —1
)
2Hs
and
HS_1 7 ’
I(Fp: Fpy) ~ Hs — (e e > (32m 457 — gPlmtm >). (S5)

For the case where p # ¢ (without loss of generality we assume ¢ > p, to avoid carrying the absolute value
everywhere), we get

p
)\]::ip ~q (1 +S2kq—p> .



Which implies

2m 2m 2m 2m 2m
pgs q D ps qs qs
I(8: F,) ~ —qlogy(q)—plogy(p) — logo (=) —q(1+ log,(1+ —p(1— )logy(1— , (S6)
( ) 2(4q) 2(p) p— 2(p) ( q_p) o q_p) g p) o8 q_p)
using the expansion in equation (1) we get
pq qd\ om
I(S:Fn)~Hs — log, (=)s*™. S7
( ) p— 2(p) (S7)
and
L(Fos Fo) ~ Hs = P togy(4) (52 4 g2 — 2memD) (S8)
q—p p
In the limit where p = ¢ we recover the expression in Eq. (S5).
Now, we assume that N is finite and for the case where p # ¢ (similar to the above analysis), we have
p
Ao~ q (1 +s2k> .
o q—p
hence
2k 2k 2k 2k 2k
pgs q ps p qs qs
Hx = —qlog,(q) — plog,(p) — log,(=) — q(1 + log, (1 + —p(1— log,(1 — , (S9
X 2(q) 2(p) p— z(p) ( q_p) o q_p) ( q_p) 21 q_p) (S9)

where Hx is the entropy of subsystem X. For Hs (Hsr), we have k = N (k = N —m). And for Hsx (Hsrr'), we
have k = N —m’' (k= N —m —m’). Using the expansion in equation (1) we get

Hy = Hror - P9 150 (Ty52k, (S10)

qa—p p

such that HZ** = —qlog,(q) — plogy(p) is the maximum entropy of the system (only achieved in the limit of good
decoherence). Therefore, we get

Hs = HZ* — pj 10g2(%)52N,
Hsy = HE™" = 2 logy(1)s"V),
, (S11)
Hgpr = HE"" — 2 logz(%)sw"" ),
__ rrmazx pq q 2(N—m—-m)
Hsrr = — log,(=)s .
SFF S q—p Q(p)
Hence we can identity
. pq q\ ( 2N 2(N—m))
e = ———1logy(= (s — S )
Hslg—p) 220
_ pq q 2N 2(N—m/
C= Fla G (7 ), 12
_ pq 4\ ( 2N 2(N7m7m'))
€= log, (= (s -5 .
Hslg—p) 24

HTTIrGuT o ,
¢ = <e s 1> (SQN _ g2(N-m )) , (S13)



CONSENSUS FOR SINGLY-BRANCHING STATES

Theorem statement

Theorem 2: Consider the singly-branching structure of the global wave function |pse) in Ds-dimensions, such
that

Ds—1

[bse) = Y Vaulsa) | Fu) | FE 77,), (S14)
n=0

where {|8n) fne[1;0s]> {1Fn) tnefins], and {|€/77,) tne[1;ps] are orthonormal states. Therefore, independent of the
measurements applied on S we have

JF:FIS)=1(F:F)—I(F:FIS)>0. (S15)
Proof of Theorem 2: The goal here is to prove that any measurement on singly-branching states leads to

positive consensus, for orthogonal fragment states F and orthogonal states of R (i.e. the rest of the environment is
also large enough to ensure orthogonality). The structure of states we consider is the following

Ds
Wse) = Y Vanlsn) | Fa) FIE 7 7,), (S16)

In the above notation, subsystem &,z 7 is the rest of the environment. From this expression we get

PF = ZQn|—Fn><J:n|7 (Sl?)
pr =Y anlFL) (T, (S18)
prr =3 aulFn)(Ful @ |FL)(Fnl. (S19)

Since |F,,) form an orthonormal basis, we have [56]

Hrr = Hlgn] + Y qnH 7y = Hgn] + 0 = Hr, (520)
n

where H[g,] = — 3, ¢nl0gs (¢5,). This directly implies that I(F : F') = Hp.

Now, let’s determine the I(F : F'|S) = ). ’yz-BDKL(p(;-)}-,Hp;) ® pgf-z) for arbitrary POVMs on S [57]. Using
Stinespring’s dilation we can enlarge our Hilbert space and model arbitrary POVMs with a unitary between [¢sg)
and an observer |Op). In particular, the conditional states of the fragments (F, F', and FF’) are defined with respect
to some reference observer states {|O;)};. A measurement in this case is a unitary U coupling the system |S) and an
observer initially in state |Op). We then get

Ulse)|00) = > v/an (Ulsn)|00)) [F) | Fi)IE 7 7,)s (S21)

n

which implies

Ultpse)|Oo) = > v/an\/ 5 [n3) sI F) FONE 771,
n,J

[ (522)
=Y Vv ZL.Jwi\O?)\nj>s|fn>|]:ﬁ>\5/ffg> ®[0i),
» Vi

n,j



For convenience of notation let’s define /5, ;. = c§7l)|<0i|0?>|. Then, the conditional reduced density matrices

read

i dn Z i Bi,",n
Pg:) = Z ;7J|]:n><]:n‘v

n

i QnZ'ﬁi,j,n
D D AL

n

O dn Z i ﬁi,j,n

S [ Fn) (Fnl @ [F2) (Tl

where v; = Zn ; gnBi,jn- Similar to the above argument we have

G > Bigin WD Bign iy D Bign
Hyp = HI==—"]+ > T H ) = HIm =]

n ’yl

)

+0=HY,

hence I(F : F'|S) =3, ’yng,. Therefore, since the von Neumann entropy is concave, we get

WF: FIS) = Hp =3 vHYE >0,

QED.

(S23)

(S24)

(525)

(526)

(S27)
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