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Quantum many-body systems are typically endowed with a tensor product structure. This struc-
ture is inherited from probability theory, where the probability of two independent events is the
product of the probabilities. The tensor product structure of a Hamiltonian thus gives a natu-
ral decomposition of the system into independent smaller subsystems. Considering a particular
Hamiltonian and a particular tensor product structure, one can ask: is there a basis in which this
Hamiltonian has this desired tensor product structure? In particular, we ask: is there a basis in
which an arbitrary Hamiltonian has a 2-local form, i.e. it contains only pairwise interactions? Here
we show, using numerical and analytical arguments, that generic Hamiltonian (e.g. a large random
matrix) can be approximately written as a linear combination of two-body interactions terms with
high precision; that is the Hamiltonian is 2-local in a carefully chosen basis. We show that these
Hamiltonians are robust to perturbations. Taken together, our results suggest a possible mechanism
for the emergence of locality from chaos.

INTRODUCTION

Typically, to obtain a quantum description of the dy-
namics of a system we go through a procedure of canoni-
cal quantization, or as Dirac described it [1], we work by
classical analogy. While this procedure has proven ex-
tremely powerful, it’s also profoundly unsatisfying. How
can it be that, in order to describe the microscopic fun-
damental quantum laws, we first need to know the corre-
sponding classical Hamiltonian that governs the behav-
ior of the system? Isn’t classical mechanics supposed
to emerge out of quantum mechanics? More concretely,
since most classical Hamiltonians have a rather simple
form, it raises the question on how much we have con-
strained quantum mechanics by this.

To set the stage of our discussion, it’s important to elu-
cidate some very basic concepts. We will just reiterate
some points made earlier in Ref. [2]. Quantum mechan-
ics, in and of itself, is independent on one’s choice of basis,
i.e. it is invariant under unitary transformations. In ad-
dition, time evolution is a unitary transformation of the
state of the system. This puts a constraint on the set of
observables that can be actually measured. The absence
of such constraint would immediately lead to the conclu-
sion that time travel is possible, e.g. instead of measuring
observable O one can just measure exp(−iHt)O exp(iHt)
to travel backwards for time t. Therefore, any discussion
should be restricted to a specific set of observables.

In practice, the set of observables we have access to
in our universe is very limited, and dictated by exper-
imental constraints. Empirically, there is close connec-
tion between the Hamiltonian and the observables that
are accessible; e.g. in quantum field theory both typically
have simple algebraic expressions in terms of creation and
annihilation operators [3]. Simply put: we write down
the Hamiltonian having already in mind the observables
we’re going to measure [4]. It’s this tacit assumption of a

simple relation between the kinematics of the system and
the accessible observables that we wish to investigate in
this work.

To put it slightly differently, in one of his seminal pa-
pers on quantum mechanics Schrödinger called entangle-
ment the characteristic trait of quantum mechanics that
enforces one to depart from classical thinking [5]. En-
tanglement, however, is a basis dependent quantity. It
requires one to specify the objects that naturally appear
as independent, i.e. disentangled. A priori it’s not clear
what such independent classical objects should be [6–8].
Why should one basis be more natural than the other?

Given a Hamiltonian, the only piece of intrinsic, basis
invariant, information is its spectrum. Hence, all sys-
tems with the same energy spectrum are equivalent. The
only difference thus hides in how we gain access to local
physical quantities in those systems. This lead to the
following question : given a Hamiltonian, is it possible
to find a basis in which it has a simple (tensor prod-
uct) form, such as a linear combination of only two-body
interaction terms? The problem has recently been con-
sidered by Cotler, Penington and Ranard [9], who used a
simple counting argument to show that it is not possible
for most Hamiltonians. However, the question of to what
precision it can be done remains open and is the subject
of this work. We numerically explore a view in which lo-
cal preferred basis emerges from quantum chaos [10, 11]
by looking for bases in which random matrices can be ap-
proximately written as 2-local Hamiltonians. A related,
although quite different, idea has recently been put for-
ward by Freedman and Zini [12, 13] who argue for a novel
mechanism of spontaneous symmetry breaking acting on
the level of the probability distribution of Hamiltonians
rather than on the level of quantum states.
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FIG. 1. Top: A N qubit quantum Hamiltonian is a 2N × 2N

hermitian matrix and has 2N intrinsic degrees of freedom
(it’s spectrum, if a particular basis is specified). After 2-
localization, these 2N degree of freedom are compressed into
the O(N2) couplings which specify the 2-local Hamiltonian.
Bottom: A generic Hamiltonian comprises many body inter-
actions. After 2-localization, the same Hamiltonian is rep-
resented in a new basis such that it only consists of 2-body
interactions.

2-LOCALIZATION

Consider a generic Hamiltonian H that acts on a
Hilbert space H. For simplicity let’s restrict ourselves
to H = CM , where M is taken to be a power of two. To
be concrete, think of H as a random matrix drawn from
the GOE ensemble [14–16]. In addition, consider the set
of Pauli strings PN = {τ}, composed out of tensor prod-
ucts of Pauli operators σαi acting on N spins, or qubits,
e.g. τ = σx1 ⊗ σz2 ⊗ · · · ⊗ 1N . The set of Pauli strings
PN forms a complete basis, hence any Hamiltonian (on

H = C2N ) can be written as a linear combination of Pauli
strings H =

∑
τ∈PN

hττ . While generic operators are
supported on all strings, there is a natural ordering in
the set of Pauli strings given by their length, i.e. the
number of non-identity operators in the tensor product.
Let’s denote the set of all strings up to length k as PkN . In

this work we’re particularly interested in operators that
are localized on the set P2

N of strings of at most length
two. We call a Hamiltonian 2-localizable if, after some
carefully chosen unitary transformation U , it is entirely
supported on P2

N , i.e. there exists a set of couplings {hτ}
such that:

UHU† =
∑
τ∈P2

N

hττ ≡
∑
ij,αβ

Jαβij σ
α
i ⊗ σ

β
j , (1)

where σαi is the α-Pauli matrix acting on the i’th qubit.

For example, let’s consider a three-qubit problem with
a Hamiltonian H = XXX, where X stands for σx and
the tensor product symbol is dropped for clarity. This
Hamiltonian is 3-local and its spectrum contains an equal
number of +1 and −1 eigenvalues. But so does the spec-
trum of H ′ = X1Z, which is, instead, a 2-local Hamilto-
nian. Therefore there must exist a unitary U that brings
H into H ′ and thus 2-localizes the problem. In fact, it

easy to show that U =
√
2
2 (111 + i1XY ) does the job,

i.e.

UXXXU† = X1Z (2)

We can say even more: the Hamiltonian H ′′ = X11 is
1-local and isospectral to H; hence, in this simple ex-
ample, H can be 1-localized. In general, the solution is
not unique, as one can permute all the spins and apply
arbitrary single spin rotations.

A necessary condition for exact 2-localization of an ar-
bitrary matrix H is that there are enough degrees of free-
dom in the local subspace to encode the eigenvalues of
H [9]. There are 3N + 9

2N(N − 1) allowed strings if H is
complex ( i.e. drawn from GUE) and 2N + 5

2N(N − 1)
if H is real (i.e. drawn from GOE); therefore, the above
condition is satisfied for N ≤ 8 in the complex case and
N ≤ 6 in the real case, which is consistent with GOE ma-
trices being numerically localizable for N ≤ 6 as we show
in the next section. Before moving on to the main point
of the paper, it’s worth noting that this argument has two
failure modes: first, it does not say anything about how
close one can approximate an operator by a two-local one;
second, it does not imply that all operators N ≤ 6 can be
2-localized (it only implies that not all Hamiltonians can
be 2-localized when N > 6). To illustrate the latter, we
argue that low rank projectors cannot be localized, even
in small systems, as we prove next. If a rank-K projec-
tor is 2-localizable, then there exists a rank-K projector
that is 2-local. So let’s derive a bound on the rank of
a 2-local projector P . P is 2-local iff P =

∑
τ∈P2

N
hττ .

The rank of P is K = Tr(P ) = Tr(P 2) =
∑
τ∈P2

N
Tr(τP ).

Note that Tr(τP ) = 2Nhτ , so K = 1
2N

∑
τ∈P2

N
Tr(τP )2.
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Moreover, P =
∑
q |q〉〈q|, so we have

K =
1

2N

∑
τ∈P2

N

(∑
q

〈q| τ |q〉

)2

, (3)

K ≤ 1

2N
N2K

2 , (4)

2N

N2
≤ K , (5)

where N2 = O(N2) is the number of Pauli strings of

length 2. So any 2-localizable projector on C2N has rank
greater than O(2N/N2). This simply expresses the intu-
ition that one needs non-local information to express a
low entropy state ρ.

METHOD

There exists a unitary U that localizes a Hamiltonian
H if and only if there exists a local Hamiltonian H ′ that
has the same spectrum as H. One can localize H by
looking for a local Hamiltonian with the same spectrum.
Let’s define the cost function

C =
1

2N+1

2N∑
i=1

(Ei − Ei)2 , (6)

where Ei are the eigenvalues of H and Ei ≡ Ei(h) are
the eigenvalues of a local Hamiltonian H ′ =

∑
τ∈P2

N
hττ .

The cost function C measures the mean squared localiza-
tion error, that is how close the spectrum of the 2-local
Hamiltonian H ′ is to the the spectrum of the original
Hamiltonian H.

Localizing H is equivalent to finding coefficients hτ
that minimize C. Note that the gradient of C is

∂C

∂hτ
= hτ −

1

2N

∑
n

En 〈n| τ |n〉 (7)

where |n〉 ≡ |n(h)〉 is the eigenvector of H ′ with
eigenvalue En, as we show explicitly in Supplemen-
tary Material Sec.3. In practice we minimize C using
the Broyden–Fletcher–Goldfarb–Shanno (BFGS) gradi-
ent descent method [17–21]. In the general case, where
the τ includes X,Y and Z, we can 2-localize random ma-
trices H from the GOE ensemble up to N = 14 (i.e.
matrices of maximum size 214 × 214). The main bottle-
neck is the time required to perform the diagonalization
of H ′ at every step. However, in the case where the τ are
products of Z’s only (diagonal case) we can 2-localize
GOE matrices up to N = 20. When N > 16 we use
a tridiagonal Hermite matrix ensemble to generate the
initial GOE spectrum [22].

FIG. 2. Localization error C defined in Eq. (6) versus system
size N . Red data points– labeled “2 local”– are errors on the
localization of a GOE spectrum with a 2-local Hamiltonian
of the general form given by Eq. (1). For N ≤ 6 the error
is below machine precision, indicating exact 2-localization, in
agreement with the simple counting argument given in the
main text. For N > 6 the error vanishes faster than the
inverse of the Hilbert space dimension indicating the possibil-
ity of 2-localize a GOE spectrum with exponential precision.
Blue symbols (“1 local”) are localization errors obtained by
using a 1-local Hamiltonian H ′ =

∑
i hiσ

z
i . The latter can

be chosen diagonal, since local rotations don’t change the k-
locality. In this case the localization error saturates at N = 10
and stays constant for larger system size, implying the im-
possibility to 1-localize a GOE spectrum. Orange points (“2
local Z only”) corresponds to the case of a 2-local Hamilto-
nian H ′ =

∑
ij Jijσ

z
i σ

z
j , describing a classical Ising model. In

this case, the localization error decreases exponentially with
system size, and thus 2-localization is possible in this case.
Each data point is averaged over 200 GOE matrices.

RESULTS

We generate sets of 200 N -qubits random Hamiltoni-
ans from the Gaussian orthogonal ensemble (GOE); then
attempt to 2-localize them. For N ≤ 6 every particular
Hamiltonian H was localizable up to machine precision.
For N > 6, the larger the system, the better they can be
localized and the error decreases exponentially with N as
shown in figure 2, i.e. in the accessible regime the error
goes down faster than the inverse dimension of Hilbert
space 2−N . Since we retrieve the spectrum with expo-
nential precision it seems likely we do not just retrieve
coarse grained information about the density of states of
H, but reproduce all essential features. To verify this we
compare the spectral form factor (SFF) of the retrieved
ensemble of 2-local H ′ with that of the GOE ensemble.
The SFF can be thought of as the Fourier transform of
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FIG. 3. Spectral form factor SFF(t) of the localized Hamilto-
nians (color) defined by Eq. (8). The SFF of the initial GOE
spectrum is plotted in grey for reference. Results are averaged
over 200 realizations of GOE initial spectra.

the two-point correlation function of the spectrum, i.e.
it measures how fluctuations in the density of states are
correlated

SFF(t) =
〈
|Z(H, it)|2

〉
, (8)

where Z(H, it) denotes the generating function

Z(H, it) = Tr eitH , (9)

and the 〈·〉 refers to the ensemble average over H. The
spectral form factor has a universal ramp structure at
late times which is a hallmark of quantum chaos [11, 23],
see Fig. 3. In typical chaotic systems, there is some non-
universal initial behavior ending in the so-called correla-
tion hole, the time duration of which is sometimes called
the Thouless time. After the Thouless time follows a
universal ramp which stops at the Heisenberg time. The
study of this universal behavior has yielded important
insights into ergodicity breaking, in particular in the con-
text of disordered many-body systems [24, 25] and SYK
models [26, 27]. As shown in Fig. 3, we recover all es-
sential features of the SFF in the 2-localized ensemble at
all timescales. We only observe a small deviation in the
ramp which can be interpreted as a small delay in the
Thouless time.

Stability

Having established that there are 2-local Hamiltonians
that approximate a GOE matrix with exponential preci-
sion, it becomes important to understand the stability
of these solutions. If small changes in the coupling con-
stants hτ result in a completely different spectrum this
would make the 2-local Hamiltonians rather fine-tuned.
Consider the Hessian of the cost function C(h) in the

minimum h = h0 (see Supplementary Material Sec.3 for
details):

gτη(h0) =
∂2C

∂hτ∂hη

∣∣∣
h=h0

=
1

2N

∑
n

〈n| τ |n〉 〈n| η |n〉 .

(10)
where |n〉 ≡ |n(h)〉 is the eigenvector of H ′. Note that the
Hessian only depends on the diagonal expectation values
of 2-local operators, which are expected to behave com-
pletely differently in integrable and chaotic systems [28].
In that regard, consider a 2-local H ′ in which the Pauli
strings are restricted to commute, e.g. strings composed
of only Z’s, which are all diagonal. All eigenvectors of
H ′ are eigenvectors of τ , such that the sum in expres-
sion (10) becomes a trace. Since all strings are trace
orthogonal, one finds gτη = δτη. As a consequence, for
commutative 2-local Hamiltonians, a small change in the
coupling constants ∆h results in a change of the cost
function ∆C ≈ ‖∆h‖2. Since the coupling constants
themselves are O(1/N) this requires exponential preci-
sion in the specification of the coupling constants h to
maintain the exponential decrease in the cost function
seen in Fig. 2. Also, since the metric gτη becomes di-
agonal there are no particular directions of stability: the
system is equally susceptible to small perturbations in all
directions.

The situation should be different for generic H ′ in
which the diagonal expectation values in expression (10)
are expected to obey the eigenstate thermalization hy-
pothesis (ETH) [28]. According to ETH, expectation
values of (local) observables become smooth functions of
energy which drastically alters the behavior of the metric
gτη. To verify this hypothesis we need first to note that
the eigenvectors of gτη, denote them by vk, are dual to
operators Ok, defined as:

Ok =
∑
τ∈P2

N

vkτ τ . (11)

Numerical diagonalization of the metric indeed confirms
that operators Ok have smooth expectation values in the
energy eigenbasis of H ′. For example, Fig. 4 depicts the
behavior of the expectation values E2 = 〈n|O2|n〉 of the
operator O2 corresponding to second eigenvector v2, as
a function of energy E , showing that E2(E) becomes a
smooth function of E with increasing system size N .

The functional behavior of eigenoperator is also rather
simple, which begs the question of whether we can un-
derstand the spectrum of gτη in more details. First of
all, it is easy to check that h0 is an eigenvector of gτη
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FIG. 4. Expectation value of the second eigenoperator of gτη
defined by expression (11) in the eigenstates of the 2-local
Hamiltonian H ′. The figure shows 〈n|O2|n〉 as a function
of the eigenenergy En. The line is the mean over the 200
realizations. The shaded region is the standard deviation.
The sub-plot shows the residual from a 6th order polynomial
fit to the data, which is used to subtract the smooth part of
the result. One clearly observes an exponential suppression
of the fluctuations with system size.

corresponding to the largest eigenvalue λ1 = 1:∑
η

gτηh
0
η =

1

2N

∑
n

〈n| τ |n〉 〈n|
∑
η∈P2

N

h0ηη |n〉

=
1

2N

∑
n

〈n| τ |n〉 〈n|H |n〉

=
1

2N

∑
n

En 〈n| τ |n〉 = h0τ , (12)

where, in the last step, we used the fact the gradient in
Eq. 9 is zero when evaluated in h0. This means that
a perturbation in the direction of h0 increases the cost
function significantly. However, the associated operator
O1 is just the Hamiltonian H ′ itself. Such perturbations
thus only result in a rescaling of the Hamiltonian. It’s
obvious why this increases the cost C but since this can
just be absorbed in a redefinition of time it leaves all the
physics invariant. It’s more interesting to understand the
behavior of the sub-leading eigenvalues.

In general, the full set of eigenvalues of gτη is given by
(see Supplemetary Material Sec. 4)

λk =
1

2N

∑
τ∈P2

N
Tr (Fk(H ′)τ)

2

Tr (Fk(H ′)2)
, (13)

where Fk(H ′) is a function of 2-local H ′. In general Fk
need not be well behaved, like in the diagonal case de-
scribed earlier. However, assuming the eigenstates of H ′

obey ETH these functions should be smooth. We’ve al-
ready established that F1(x) = x and we know all oper-
ators need to be traceless. Furthermore, the eigenvalues,
given by eq. (13) have a simple interpretation. They are
the square Frobenius norm of (normalized) projection of
Fk(H ′) on the two local subspace P2

N . Powers of H ′

generate more and more non-local strings, which suggest
that the eigenoperators are close to projected orthogo-
nal polynomials of H ′. We indeed find that the Fk can
be very well approximated by Gram-Schmidt orthogonal-
ization of polynomial function of H ′ of degree k, starting
with F0(x) = 1 (to ensure tracelessness) and F1(x) = x.
Thus, for example, F2(x) is the traceless part of x2. i.e.

F2(x) = x2 − Tr(x2)

2N
. (14)

The results for the first few eigenvalues of gτη are shown
in Fig. 5, together with the exact eigenvalues. The largest
eigenvalue is indeed 1 and all the other eigenvalues de-
cay rapidly with N for small systems. Some of the large
eigenvalues appear to recover or slow down for larger sys-
tems. Note that we find excellent agreement between the
approximate eigenvalues constructed from Fk and the ex-
act results at larger N . In addition, these eigenvalues are
variational so they form a lower bound to the true eigen-
values.

In principle, closed form expression for the eigenvalues
can be extracted exactly from expression (13) in terms
of the coupling constants h; the problem is entirely alge-
braic. Nonetheless, the general problem is rather cum-
bersome to say the least. To make further progress we
restrict ourselves to compute λ2 from Eqs. (14) and (13)
under the assumption that the model is diagonal, i.e. H ′

is an Ising model with coupling J (we verify in the Sup-
plemetary Material Sec. 5 and 6 and Fig. S2 that this
approximation does not affect the qualitative behavior).
A detailed diagrammatic calculation is presented in the
Supplemetary Material Sec. 5, and the result reads:

λ2 =

=
2 Tr(J4)−

∑
i

[
(J2)ii

]2
3 Tr J4 + 1

2 Tr(J2)2 − 6
∑
i ((J2)ii)

2
+ 2

∑
ij(Jij)

4
,

(15)

which, for large N , becomes

λ2 ∼
2 Tr(J4)

3 Tr J4 + 1
2 Tr(J2)2

≤ 4
Tr(J4)

Tr(J2)2
. (16)

The latter can be interpreted as the inverse participation
ratio or purity of the spectrum of the matrix J2 [29].
Thus, if all eigenvalues µJ participate equally to λ2 then
λ2 = O(N−1); on the contrary, if only few of the µJ ’s
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FIG. 5. The four largest eigenvalues λk of the hessian gτη as
a function of system size N . The largest eigenvalue λ1 = 1
corresponds to the eigenvector v1 ≡ h0

τ (see Eq. (12)). The
subsequent eigenvalues are all smaller than one. Their large
N behavior is especially important to understand how fine-
tuned the coupling constants Jαβij of the 2-local Hamiltonian

H ′ are(i.e., the “sloppiness” of the 2-local Universe ); hence
their asymptotic behavior is discussed extensively in the main
text, where we suggest a plausible scenario and its implica-
tions. Each dot correspond to an average over 200 realiza-
tions. Solid lines are estimates using expression (13) where
Fk(H) is constructed using the procedure explained in the
main text.

participate, then λ2 = O(1). This remark is of particu-
lar importance in that it may explain the emergence of
2-locality altogether. If λ2 → 0 then any perturbation of
the coupling constants h is marginally irrelevant, mean-
ing that it won’t change the spectrum of the theory when
N →∞. These coupling constants are thus by no means
fined tuned to any specific value: they just happen to
have a particular value, but the volume of allowed val-
ues they can take on, leaving the physics unchanged, is
enormous. Alternatively λ2 tends to a constant in the
thermodynamic limit, which means that J can be ap-
proximated by a low rank matrix. The numerical data in
Fig. 5 suggest this might be the case. Arguments can be
given either way, on the one hand it seems expected that
one has to put a few more constraints, other than the
bandwidth to stay close to the desired density of states.
On the other hand, we’ve also explicitly computed the
cost function for low-rank J in the Supplementary Ma-
terial Sec. 6 (see also Fig. S3) which suggests the cost
function saturates at a constant at fixed rank, implying
finite error for localization for large N . Regardless of the
final outcome, our results lead to the remarkable observa-
tion that one can either 2-localize a GOE random matrix

on a model with a finite number of parameters or there
is large emergent invariance.

Before we conclude, let’s stress that, even when λ2 is
nonzero, 2-local Hamiltonians are expected to be very
sloppy [30]. That is, most combinations of parameters h
are unimportant. The conclusion follows from a general-
ization of expression (16) to higher k. While it’s rather
cumbersome to establish the full result, the leading order
contribution behaves like λk ∼ Tr(J2k)/Tr(J2)k where a
careful analysis suggests that the multiplicity of diagrams
contributing to the numerator and denominator are the
same. As a result the eigenvalues of the metric are ex-
pected to follow a geometric progression, the hallmark of
“sloppiness” [30].

CONCLUSION AND DISCUSSION

We find that random GOE matrices can be represented
in a local form with a very good precision, i.e. the norm
of the remaining non-local part decreases exponentially
with the size of the system. This effectively corresponds
to an exponential compression of the amount of data.
Among other things, this is a step toward the resolution
of the preferred basis problem: associated with each ran-
dom Hamiltonian, there is a preferred basis in which this
Hamiltonian has an almost local description. While the
present work does not require geometric locality, i.e our
local Hamiltonians can represent all-to-all particles inter-
actions, the sloppiness of the program suggests the model
can still be greatly simplified without fine tuning. This
suggest a route to understand how space could emerge
from quantum mechanics alone by looking at the adja-
cency structure of the couplings Jij [26, 27, 31–33] . On
the other hand, we also showed that even if generic ran-
dom Hamiltonians can be localized efficiently, some par-
ticular Hamiltonians cannot. These are examples of op-
erators that have some fundamental quantum non-local
properties and cannot be represented as a sum of 2-body
operators.
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SECTION 1 – SCHRIEFER-WOLFF LOCALIZATION

In practice we localize a spectrum Ei by minimizing the cost C = 1
2N

∑
i(Ei − Ei)2 where Ei are the eigenvalues of

a local Hamiltonian H ′ =
∑
hiτi. Here we describe an alternative noteworthy procedure that use the Schrieffer-Wolff

transformation to find a unitary U that transforms a Hamiltonian H into a local one H ′ = U†HU .

Any given Hamiltonian can be split into a part that lies in the desired subspace and a part that does not, i.e.
H = Hk + H⊥ where Hk denotes the projection of the Hamiltonian on the subspace of k-local operators. Once we
have such a decomposition we can try to perturbatively remove the undesired part. Let’s write the unitary U = e−S

that transform the Hamiltonian as H ′ = U†HU = e−S(Hk + H⊥)eS assuming S is small we expand the above
expression in a Taylor series. To lowest order we find

H ′ = Hk +H⊥ − [S,Hk]− [S,H⊥] +O(S2) (1)

Consequently, to lowest order we can remove the undesired part choosing S such that it removes H⊥. There is one
subtlety, namely that [S,H] = H⊥ might not have a solution if H⊥ has a component that is diagonal in H. This
can be resolved by only using Hk in the commutator: [S,Hk] = H⊥. This is essentially equivalent to a perturbative
Schriefer-Wolff transformation where H⊥ is assumed to be a small perturbation to Hk. The latter can be solved by
diagonalizing Hk =

∑
n εn|n〉〈n|, such that the matrix elements of S are:

〈n|S |m〉 = −〈n|H⊥ |m〉
εn − εm

(2)

when n 6= m and zero otherwise. We iterate this procedure until H⊥ is small enough. Each iteration gives a unitary
Ui that bring the current H closer to the local form. The final unitary that localizes the initial H is the product∏
i Ui. Note that if H⊥ is diagonal in the |n〉 basis, ie if [Hk, H⊥] = 0 then S = 0. In reality H⊥ is not small as

compared to Hk, unless we are almost converged of course. Consequently we only want to remove a small portion α
in every step and we take U = eαS . In practice α = 0.1 works well for systems up to N = 12. This also guaranties
that once the procedure has converged i.e Ui = 1, S = 0 then the remaining non local part commutes with the local
one. Therefore, in addition to giving a basis in which H is local when H is localizable, this procedure gives us a
decomposition into a local part that commutes with a non-local part when H is not localizable.
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Algorithm 1 Schrieffer-Wolff-based localization algorithm

d← Dim(H)
for iteration i do

H2 ← P1,2(H)
H⊥ ← H −H2

{εn}, V ← Diagonalize(H2)
S ← −V †H⊥V
for 0 ≤ n < d, 0 ≤ m < d do

S[n,m]← S[n,m]
εn−εm

end for
for 0 ≤ n < d do

S[n, n]← 0
end for
S ← V SV †

Ui ← e−S

H ← USU†

U ← UiU
end for
return U

SECTION 2 – TIGHTER BOUND ON THE RANK OF A 2-LOCAL PROJECTOR IN THE N=3 CASE

We showed that any 2-localizable projector of size 2N has rank greater than 2N

M . It is possible to derive a tighter
bound by considering the quantity 〈q| τi |q〉. Using Cauchy-Schwartz inequality we have

K =
1

2N

∑
i

(∑
q

〈q| τi |q〉

)2

≤ K

2N

∑
i

∑
q

〈q| τi |q〉2 . (3)

Now, note that the sum
∑
i 〈q| τi |q〉

2
can be decomposed into two sums: one over the 1-local strings and the other on

the 2-local-only strings. Let’s examine the quantity 〈q| τi |q〉 in the case that τi is 1-local. For simplicity we take N = 3.
A particular 1-local τ can be written as τ = σAi ⊗ 1B ⊗ 1C . Define ρq = |q〉〈q|. Then 〈q| τ |q〉 = Tr(ρqτ) = Tr(ρAq σi)

where ρA = 1+−→αA·−→σ
2 is the reduced density matrix on subsystem A. Now given that Tr(ρAq σi) = αAi and that |−→αA| ≤ 1,

we can see that ∑
τi∈1−loc

〈q| τi |q〉2 = |−→αA|2 + |−→αB |2 + |−→αC |2 ≤ 3 (4)

We can use the same idea to derive a bound on the second sum: take τ to be 2-local-only string. Then 〈q| τ |q〉 =
tr(σAi ⊗σBj ρAB) with ρAB = 1

2 (1AB+−→αA ·−→σ ⊗1B+1A⊗−→αB ·−→σ +
∑
k,l βAB k,lσ

A
k ⊗σBl ). When computing the trace of

σAi ⊗σBj ρAB , the one-body terms in α and β have zero contribution and 〈q| τ |q〉 = 1
4 tr(

∑
k,l βAB k,lσ

A
i σ

A
k ⊗σBj σBl ) =

βAB i,j . We eventually have ∑
τi∈2−loc−only

〈q| τi |q〉2 = |
−−→
βAB |2 + |

−−→
βBC |2 + |

−−→
βAC |2 ≤ 3 (5)

and ∑
i

〈q| τi |q〉2 ≤ 6 (6)

this yields K ≥ 4
3 in the N=3 case.

SECTION 3 – GRADIENT AND HESSIAN DERIVATIONS

Here we derive the gradient and the hessian of the cost function

C(h) =
1

2N

∑
n

(En − En)2 (7)
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where En are the eigenvalues of a local hamiltonian H ′ =
∑
i hiτi. Let’s compute the gradient and the hessian

of C with respect to h. Fisrt taking the derivative of H ′ |n〉 = En |n〉 with respect to hi: (∂iH
′) |n〉 + H ′∂i |n〉 =

∂i(En) |n〉+ En∂i |n〉, multiplying by 〈n| to the left we get 〈n| τi |n〉+ 〈n| En∂i |n〉 = ∂i(En) + En 〈n| ∂i |n〉 =⇒

∂iEn = 〈n| τi |n〉 . (8)

Now, C = 1
2N+1

(∑
nE

2
n +

∑
n E2n − 2

∑
nEnEn

)
= 1

2N+1

(∑
n |H|2 + 2N

∑
i h

2
i − 2

∑
nEnEn

)
and from eq 8 we have

∂iC = hi −
1

2N

∑
n

En 〈n| τi |n〉 . (9)

To compute the Hessian we first go back to τi |n〉+H ′∂i |n〉 = ∂i(En) |n〉+ En∂i |n〉 but this time we multiply by 〈m|
to the left. This gives

〈m| τi |n〉 = (En − Em) 〈m| ∂i |n〉 . (10)

Now, differentiate the gradient : ∂i∂jC = δij− 1
2N

∑
nEn ((∂i 〈n|)τj |n〉+ 〈n| τj∂i |n〉). Inserting

∑
m |m〉〈m| : ∂i∂jC =

δij − 1
2N

∑
n

∑
mEn ((∂i 〈n|)|m〉〈m|τj |n〉+ 〈n| τj |m〉〈m|∂i |n〉). Now separating n = m and n 6= m and using eq 10 in

the n 6= m case:

gij = ∂i∂jC = δij −
1

2N

∑
n

∑
m6=n

En

(
〈n| τi |m〉
En − Em

〈m| τj |n〉+ 〈n| τj |m〉
〈m| τi |n〉
En − Em

)
(11)

− 1

2N

∑
n

En ((∂i 〈n|)|n〉〈n|τj |n〉+ 〈n| τj |n〉〈n|∂i |n〉) (12)

but note that ∂i〈n|n〉 = 0 =⇒ (∂i 〈n|) |n〉 = −〈n| ∂i |n〉 so the second sum is 0 and we have

gij = δij −
1

2N

∑
n

∑
m 6=n

En
En − Em

(
〈n| τi |m〉 〈m| τj |n〉+ 〈n| τj |m〉 〈m| τi |n〉

)
(13)

Now let’s compute ∂i∂jC in the minimum i.e when Ei = Ei. First, remark that ∂i∂jC = δij −
1
2N

∑
n

∑
m 6=n

En

En−EmT
nm
ij where Tnmij is symmetric in n,m. Moreover,

1

2

∑
n,m 6=n

En − Em
En − Em

Tnmij =
1

2

∑
n,m 6=n

En
En − Em

Tnmij −
1

2

∑
n,m 6=n

Em
En − Em

Tnmij (14)

=
∑

n,m 6=n

En
En − Em

Tnmij (15)

In the minimum, En−Em

En−Em = 1 for n 6= m and

g0ij = δij −
1

2N+1

∑
n

∑
m6=n

〈n| τi |m〉 〈m| τj |n〉+ 〈n| τj |m〉 〈m| τi |n〉

= δij −
1

2N+1

∑
n

∑
m

〈n| τi |m〉 〈m| τj |n〉+ 〈n| τj |m〉 〈m| τi |n〉+
1

2N+1

∑
n

〈n| τi |n〉 〈n| τj |n〉+ 〈n| τj |n〉 〈n| τi |n〉

=
1

2N

∑
n

〈n| τi |n〉 〈n| τj |n〉 (16)

Note that in the minimum, h0 is an eigenvector of g0 with eigenvalue 1.
∑
i gijhi = 1

2N

∑
n,i 〈n| τi|n〉〈n|τj |n〉hi =

1
2N

∑
n 〈n|H ′|n〉〈n|τj |n〉 = 1

2N

∑
n,i En 〈n| τj |n〉. In the minimum, ∂iC = 0 hence, using eq 9, we have∑

i

g0ijh
0
i = h0j . (17)

In the case the τi are diagonal,

g0ij =
1

2N

∑
n

τi,nnτj,nn (18)

=
1

2N

∑
n

Tr(τiτj) (19)

= δij . (20)
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SECTION 4 – HESSIAN EIGENVALUES

Let us derive a general formula for the eigenvalues of g0 the Hessian in the minimum. Starting from

g0ij =
1

2N

∑
n

〈n| τi |n〉 〈n| τj |n〉 , (21)

define Qni = 1√
2N
〈n| τi |n〉 and note that g0ij = QTQ. Consider the singular vectors vk, fk and singular values µk

of Q: Qvk = µkfk and QT fk = µkvk. Multiplying these eigenvalue equations by Q or QT we get g0vk = µ2
kvk and

g0fk = µ2
kfk i.e λk = µ2

k is an eigenvalue of g0 .
Now, remark that fTk QQ

T fk = fTk µ
2fk hence we have

λk = µ2
k =

fTk QQ
T fk

fTk fk
. (22)

Using the definition of Q, we can rewrite the numerator :

fTk QQ
T fk =

1

2N

∑
i

∑
n,m

fn 〈n| τi |n〉 fm 〈m| τi |m〉 (23)

=
1

2N

∑
i

Tr

(∑
n

fn|n〉〈n|τi

)
Tr

(∑
m

fm|m〉〈m|τi

)
(24)

defining F (H) =
∑
m fm|m〉〈m|τi we have fTk QQ

T fk = 1
2N
Tr(F (H)τi)

2. Similarly, for the denominator, fTk fk =∑
n f

2
kn = Tr

(∑
n,m fn|n〉〈n|fm|m〉〈m|

)
= Tr(F (H)2) hence, the eigenvalues of g0 can be written as

λk =
1

2N

∑
i Tr(F (H)τi)

2

Tr(F (H)2)
. (25)

SECTION 5 – COMPUTING THE HESSIAN’S SECOND LARGEST EIGENVALUE

Here we derive a formula for λ2 assuming that F2(H) is the traceless part of H2 and that the τi are diagonal 2-local
Pauli strings. Note that this is not equivalent to computing the second eigenvalue of g0 in the diagonal case. In the
diagonal case all the eigenvalues of g0 are 1. Instead we are using equation (25) with a set of diagonal τi in order to
get an estimate of λ2 in the general case. Start with

λ2 =
1

2N

∑
i Tr (F2(H)τi)

2

Tr (F2(H)2)
(26)

where F2(H) is the traceless part of H2 i.e F2(H) =
∑
i6=j hihjτiτj . Define numerator α =

∑
i Tr (F2(H)τi)

2
and

denominator β = Tr
(
F2(H)2

)
.

Numerator

First we focus on the numerator

α =
∑
k

∑
i 6=j

hihj Tr(τiτjτk)

2

. (27)

Check that the constraint i 6= j is irrelevant:∑
i6=j

hihj Tr(τiτjτk) =
∑
i,j

hihj Tr(τiτjτk)−
∑
i

h2i Tr(τiτiτk) (28)

=
∑
i,j

hihj Tr(τiτjτk) (29)
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because Tr(τiτiτk) = Tr(τk) = 0.
Now relabel the indices of the Pauli strings into the indices of the couplings: i→ (a > b), j → (c > d), k → (e > f)

and define the notation Tr(ab, cd, ef) = Tr(Za ⊗Zb ·Zc ⊗Zd ·Ze ⊗Zf ) First consider the part inside the parenthesis
in eq (27).

∑
a>b

∑
c>d

JabJcd Tr(ab, cd, ef) =
∑
a>b

1

2

[∑
cd

JabJcd Tr(ab, cd, ef)−
∑
c

JabJcc Tr(ab, cc, ef)

]
(30)

because Jcc = 0, we have

∑
a>b

∑
c>d

JabJcd Tr(ab, cd, ef) =
∑
a>b

1

2

[∑
cd

JabJcd Tr(ab, cd, ef)

]
(31)

and similarly ∑
a>b

∑
c>d

JabJcd Tr(ab, cd, ef) =
1

4

∑
ab

∑
cd

JabJcd Tr(ab, cd, ef) (32)

Now,

α =
∑
e>f

[
1

4

∑
ab

∑
cd

JabJcd Tr(ab, cd, ef)

]2
(33)

=
1

16

1

2

∑
ef

[∑
abcd

JabJcd Tr(ab, cd, ef)

]2
−
∑
e

[∑
abcd

JabJcd Tr(ab, cd, ee)

]2 (34)

And define

α′ =
1

32

∑
e

[∑
abcd

JabJcd Tr(ab, cd, ee)

]2
(35)

so that

α =
1

32

∑
ef

[∑
abcd

JabJcd Tr(ab, cd, ef)

]2
− α′ (36)

Now let’s split the e, f sum in e 6= f and e. This cancels the α′ term:

α =
1

32

∑
e 6=f

[∑
abcd

JabJcd Tr(ab, cd, ef)

]2
+

1

32

∑
e

[∑
abcd

JabJcd Tr(ab, cd, ee)

]2
− α′ (37)

=
1

32

∑
e 6=f

[∑
abcd

JabJcd Tr(ab, cd, ef)

]2
(38)

The trace Tr(ab, cd, ef) has only two possibles values : 0 or 2N . Computing α is therefore a matter of figuring out
what combinations of a, b, c, d, e, f have non zero trace. Tr(ab, cd, ef) = Tr(Za ⊗ Zb · Zc ⊗ Zd · Ze ⊗ Zf ) is non zero
when there is a even number of Z on each site. This suggests a diagrammatic method for computing Tr(ab, cd, ef)
where each non zero trace term in the sum is represented by a graph. Consider a graph where the nodes are the
indices a, b, c, d, e, f and an edge between two nodes means that the two indices are equal. A simple set of rules give
non zero diagrams:

• edges ab, cd, ef are forbidden by Jaa = 0 and e 6= f

• connected components have an even number of nodes
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• edges ab, cd, ef are forbidden by transitivity e.g the couple of edges ac, cb is forbidden.

There are 8 contributing diagrams:

e f

c d

a b

e f

c d

a b

e f

c d

a b

e f

c d

a b

(39)

e f

c d

a b

e f

c d

a b

e f

c d

a b

e f

c d

a b

(40)

Consider the first one (all 8 diagrams have the same contribution)

α =
1

32

∑
e 6=f

[∑
abcd

JabJcd Tr(ab, cd, ef)

]2
(41)

=
1

32

∑
e 6=f

[
8
∑
abcd

JabJcd2
Nδacδbeδdf

]2
(42)

=
64

32
4N
∑
e 6=f

[∑
a

JaeJaf

]2
(43)

= 2 · 4N
∑
ef

[∑
a

JaeJaf

]2
− 2 · 4N

∑
e

[∑
a

JaeJea

]2
(44)

= 2 · 4N
∑
efab

JaeJafJbeJbf − 2 · 4N
∑
e

[
(J2)ee

]2
(45)

= 2 · 4N
(

Tr(J4)−
∑
e

[
(J2)ee

]2)
(46)
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Denominator

β = Tr


∑
i 6=j

hihjτiτj

2
 (47)

= Tr


∑

ij

hihjτiτj −
∑
i

h2i1

2
 (48)

= Tr

∑
ijkl

hihjhkhlτiτjτkτl +

[∑
i

h2i

]2
1− 2

[∑
i

h2i1

]∑
ij

hihjτiτj

 (49)

=
∑
ijkl

hihjhkhl Tr(τiτjτkτl) + 2N

[∑
i

h2i

]2
− 2

[∑
i

h2i

]∑
ij

hihj Tr(τiτj) (50)

=
∑
ijkl

hihjhkhl Tr(τiτjτkτl) + 2N

[∑
i

h2i

]2
− 2

[∑
i

h2i

]∑
ij

hihjδij2
N (51)

=
∑
ijkl

hihjhkhl Tr(τiτjτkτl)− 2N

[∑
i

h2i

]2
(52)

= β′ + β′′ (53)

The second term is

β′′ = −2N

[∑
i

h2i

]2
(54)

= −2N

[∑
a>b

J2
ab

]2
(55)

= −2N

[
1

2

∑
ab

J2
ab

]2
(56)

= −2N

4

[
Tr J2

]2
(57)

Now consider β′ =
∑
ijkl hihjhkhl Tr(τiτjτkτl) and relabel it using the sites and the couplings. The condition a > b

brings a 1
2 for each sum because all the diagonals terms are zero since Jaa = 0.

β′ =
∑
ijkl

hihjhkhl Tr(τiτjτkτl) (58)

=
∑
a>b

∑
c>d

∑
e>f

∑
g>h

JabJcdJefJgh Tr(ab, cd, ef, gh) (59)

=
1

24

∑
ab

∑
cd

∑
ef

∑
gh

JabJcdJefJgh Tr(ab, cd, ef, gh) (60)

We can now compute this sum using diagrams.
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Diagram inclusion

Here the use of 4 lines diagrams is tricky because some diagrams include other ones. For example

g h

e f

c d

a b

⊂

g h

e f

c d

a b

(61)

because all the constraints represented in the second diagram are included in the constraints represented by the first
diagram hence all the terms represented by the first diagram are included in the second diagram’s terms. It is not
enough to only consider higher order diagram (diagram with less constraints) because some diagram overlap i.e share
some terms.

Diagram overlap

Some diagrams overlap e.g:

g h

e f

c d

a b

∩

g h

e f

c d

a b

=

g h

e f

c d

a b

(62)

Hence, even if we only sum over the higher order diagrams, some contributions are counted twice so we need to
subtract them once. In this example, the third diagram needs to be subtracted when summing the terms of the two
first diagrams.

Diagram counting

In order to solve this diagram overlap problem, we count every individual diagram (not only the high order ones),
but every time we count one diagram, we subtract all the included diagrams. Doing so, we consider that 2 disconnected
components of one diagram are explicitly different and hence if we allow then to be equal in the sum, we need to
subtract the included diagrams where they are equal.

Consider the chain

g h

e f

c d

a b

⊃

g h

e f

c d

a b

⊃

g h

e f

c d

a b

(63)

When counting the first diagram, the second one has to be subtracted from it. But the third one has to be subtracted
from the second one. So the third one has to be added to the first one. In general, the weight of a diagram can be
recursivelly assigned by doing a DFS through the graph of inclusion of the diagrams as in the following algorithm:
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Algorithm 2 Assigning weights to each diagram

procedure Count(diagram D, integer v)
D.weight += v
for each diagram E included in D do

Count(E,-v)
end for

end procedure
for each diagram D do

Count(D,1)
end for

g h

e f

c d

a b

g h

e f

c d

a b

g h

e f

c d

a b

g h

e f

c d

a b

g h

e f

c d

a b

g h

e f

c d

a b

g h

e f

c d

a b

g h

e f

c d

a b

g h

e f

c d

a b

g h

e f

c d

a b

FIG. S1. Example of a subgraph of the graph of inclusion of the diagrams. Edges are directed toward the included diagrams.
To assign a weight to a diagram, one has to start from this diagram in the graph and recursivelly subtract its neighbors as
described in Algorithm 1.

Diagram types

Here we give one example for each diagram type

g h

e f

c d

a b

= JabJcdJefJghδacδbdδegδfh = JabJabJefJef = Tr(J2)2 (64)
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g h

e f

c d

a b

= JabJcdJefJghδacδbdfhδfh = JabJabJebJeb =
∑
b

(
(J2)bb

)2
(65)

g h

e f

c d

a b

= JabJcdJefJghδacegδbdfh = JabJabJabJab =
∑
ab

(Jab)
4 (66)

g h

e f

c d

a b

= JabJcdJefJghδacδbhδdfδeg = JabJadJedJeb = Tr J4 (67)

Result

By procedurally enumerating all the terms and running the weighting algorithm, we get

β′ =
2N

16

(
48 Tr J4 + 12 Tr(J2)2 − 96

∑
a

(
(J2)aa

)2
+ 32

∑
ab

(Jab)
4

)
(68)

so

β = β′ + β′′ (69)

=
2N

16

(
48 Tr J4 + 12 Tr(J2)2 − 96

∑
a

(
(J2)aa

)2
+ 32

∑
ab

(Jab)
4

)
− 2N

4

(
Tr J2

)2
(70)

= 2N

(
3 Tr J4 +

1

2
Tr(J2)2 − 6

∑
a

(
(J2)aa

)2
+ 2

∑
ab

(Jab)
4

)
(71)

The exact formula for λ2 as defined in equation (26) if we only include the diagonal τ ’s is therefore

λ2 =
α

2Nβ
(72)

=
2 ·
(

Tr(J4)−
∑
e

[
(J2)ee

]2)
3 Tr J4 + 1

2 Tr(J2)2 − 6
∑
a ((J2)aa)

2
+ 2

∑
ab(Jab)

4
(73)
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FIG. S2. We check our derivation by plotting equations (26) (orange dots) and (73) (black line) versus N . Recall that this is an
approximation of the exact λ2 since these two formula only include diagonal τ ’s. The blue dots are the exact second eigenvalue
computed by diagonalizing the hessian.

SECTION 6 – LOW RANK J LOCALIZATION IN THE DIAGONAL CASE

In figure S2, we can see that λ2 the quantity defined in equations (73) and (26) increases after N = 11. Note that
in the large N limit, equation (73) becomes

λ2 ∼
2 Tr(J4)

3 Tr J4 + 1
2 Tr(J2)2

(74)

≤ 4
Tr(J4)

Tr(J2)2
(75)

if λ2 does not vanishes for large N , this suggests that J low effective rank for large N and that we could 2-localize
GOE spectrum using only low rank J . We test this hypothesis in figure S3. Instead of minimising the cost function
under the couplings J (or weights hi), we encode J in a reduced number of eigenvectors J =

∑
i viv

T
i and use the

entries of the vi vectors as the parameters of the problem. For 1 eigenvector, we find that this procedure is equivalent
to 1-localization i.e the final cost after optimization is the same when trying to 1-localize or when trying to 2-localize
with a rank-1 J.

SECTION 7 – SPARSE LOCALIZATION

There is no notion of geometric locality in the concept of 2-local Hamiltonian. One can force some geometry, e.g by
forcing localization on a 1-d chain. Here we explore how sparse can the couplings hi be. Define a new cost function

Cλ(h) =
1

2N

∑
n

(En − En)2 + λ
∑
|hi| (76)

that enforce sparcity through l1 norm. In figure S4 we show how introducing this l1 norm in the cost impacts the
sparcity of the result. We find that we can enforce significant sparcity while keeping the cost relavitelly low.
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FIG. S3. Residual cost C for two localization using only ZZ strings versus N for different truncations of the coupling matrix
J .
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)2

8
9
10
11
12

10 5 10 4 10 3

10 6

10 5

C

FIG. S4. Top: cost versus parameter λ. Note that this is the original cost, not including the l1 norm, but that the optimization
has been performed using the l1 norm in the cost. Bottom: sparcity of h. A large value of

∑
i h

4
i / (

∑
i h

2
i )

2 means that h is
sparse.
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